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DATA TRANSMISSION IN REMOTE 
COMPUTER ASSISTED DETECTION 

RELATED APPLICATIONS 

[0001] The present patent document claims the bene?t of 
the ?ling dates under 35 U.S.C. §119(e) of Provisional US. 
Patent Application Ser. No. 61/321,222, ?led Apr. 6, 2010, 
Which is hereby incorporated by reference. 

BACKGROUND 

[0002] The present embodiments relate to computer 
assisted detection (CAD). For computer assisted detection, 
previous discriminative approaches detect objects by testing 
entire images exhaustively at all locations. Thin-client 
devices (e.g., personal data assistants, cell phones, or tablet 
computers) may have the functionality to revieW medical data 
remotely, but do not have su?icient processing poWer and/or 
memory to rapidly detect from large data sets, such as medical 
scan data. Instead, CAD is performed on Workstations for 
vieWing at the Workstation, but netWork bandWidth may limit 
performance. 
[0003] Images may be visualiZed in a manner to minimize 
the amount of data to be transmitted. Data representation With 
a set of progressively increasing resolutions has been previ 
ously used to encode geometric meshes and for remote medi 
cal image visualization. The representation of images can be 
realiZed through the JPEG 2000 standard, Which also includes 
client/ server Interactive Protocol (JPIP) for transmitting 
image regions at desired resolutions using the least band 
Width required. The JPIP protocol is useful for visualiZing 
large DICOM images remotely. The quality of JPEG 2000 
images after lossy compression has been previously evalu 
ated for reading radiology datasets. 
[0004] Operating under bounded bandWidth resources has 
also been addressed in visual surveillance applications. Typi 
cally, these techniques process the tWo-dimensional images 
on the server Where the cameras are attached. The extracted 

information, such as extracted regions and detected objects, 
has much smaller siZe than the original images and can be 
transmitted e?iciently over a Wide-area netWork. HoWever, 
tWo-dimensional images require less bandWidth and less 
computational poWer. Detection in three-dimensional data 
sets may be more di?icult and require greater transmission 
bandWidth. 

BRIEF SUMMARY 

[0005] By Way of introduction, the preferred embodiments 
described beloW include methods, computer readable media 
and systems for data transmission in computer assisted detec 
tion. Hierarchal detection is used, alloWing detection on data 
at progressively greater resolutions. Detected locations at 
coarser resolutions are used to limit the data transmitted at 
greater resolutions. Higher resolution data is transmitted for 
neighborhoods around the previously detected locations. 
Subsequent detection using higher resolution data re?nes the 
locations, but only for regions associated With previous detec 
tion. By limiting the number and/ or siZe of regions provided 
at greater resolutions based on the previous detection, the 
progressive transmission avoids transmission of some data. 
Additionally or alternatively, lossy compression may be used 
Without or With minimal reduction in detection sensitivity in 
CAD. 

Oct. 6, 2011 

[0006] For operation With thin clients, a server obtains the 
data progressively and/or With lossy compression, and the 
server detects the locations. The detected locations are output 
to the thin client, alloWing computer assisted detection With 
out the processing and bandWidth limitations of the thin 
client. 
[0007] In a ?rst aspect, a non-transitory computer readable 
storage medium has stored therein data representing instruc 
tions executable by a programmed processor for data trans 
mission in computer assisted detection. The storage medium 
includes instructions for receiving, at a computer assisted 
detection processor and from the remote storage location, ?rst 
data. The ?rst data is doWn sampled data of data representing 
a region. The instructions are also for detecting, by the com 
puter assisted detection processor and from the remote stor 
age location, a plurality of ?rst locations represented by the 
?rst data. The instructions provide for requesting and receiv 
ing, at the computer assisted detection processor, second data. 
The second data is additional data representing second neigh 
borhoods around the ?rst locations and not representing por 
tions of the region outside of the second neighborhoods. The 
computer assisted detection processor detects a plurality of 
second locations represented by the second data. Positions are 
output to a client device different than the computer assisted 
detection processor and the remote storage location. The 
positions are a function of the second locations. 

[0008] In a second aspect, a method is provided for com 
puter assisted detection With data from a remote storage loca 
tion. Image data representing a patient at progressively 
greater resolutions is received. A processor detects candidate 
locations hierarchally from the image data at the progres 
sively greater resolutions. The image data for each of the 
resolutions is for the candidate locations detected from a 
lesser one of the resolutions. The received image data is free 
of data representing regions outside of neighborhoods around 
the candidate locations for any of the progressively greater 
resolutions. 
[0009] In a third aspect, a system is provided for computer 
assisted detection With medical scan data from a remote stor 
age location. A database is con?gured to store the medical 
scan data and con?gured to output the medical scan data in a 
lossy compression format. The medical scan data represents a 
region of a patient. A processor is con?gured to receive, 
through a network, the medical scan data from the database in 
the lossy compression format. The processor is con?gured to 
decompress the medical scan data and detect a location in the 
region from the decompressed medical scan data. 
[0010] The present invention is de?ned by the folloWing 
claims, and nothing in this section should be taken as a limi 
tation on those claims. Further aspects and advantages of the 
invention are discussed beloW in conjunction With the pre 
ferred embodiments and may be later claimed independently 
or in combination. 

BRIEF DESCRIPTION OF THE DRAWINGS 

[0011] The components and the ?gures are not necessarily 
to scale, emphasis instead being placed upon illustrating the 
principles of the invention. Moreover, in the ?gures, like 
reference numerals designate corresponding parts throughout 
the different vieWs. 

[0012] FIG. 1 is one embodiment of a netWork for computer 
assisted detection With medical scan data from a remote stor 

age location; 
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[0013] FIG. 2 is a How chart diagram ofone embodiment of 
a method for computer assisted detection With data from a 
remote storage location; 
[0014] FIG. 3 is an example illustration of another embodi 
ment of a method for computer assisted detection With data 
from a remote storage location implemented on an example 

network; 
[0015] FIG. 4 is a graphical example of detected locations 
in a ?rst resolution level; and 
[0016] FIG. 5 is a graphical example of detected locations 
in a second resolution level. 

DETAILED DESCRIPTION OF THE DRAWINGS 
AND PRESENTLY PREFERRED 

EMBODIMENTS 

[0017] Landmarks are automatically detected in three-di 
mensional (3D) volumes or tWo-dimensional (2D) planes in a 
cloud computing environment. A client, such as a thin client, 
communicates With a remote data analysis server for image 
analysis. The data analysis server implements a leaming 
based or other CAD algorithm. The data analysis server com 
municates With a remote data center or a local memory to 

acquire compressed image data. The algorithm uses com 
pressed images in training and detection. 
[0018] Performing CAD in the cloud computer environ 
ment alloWs integration, maintenance, and software updates 
to be implemented on the data analysis server rather than the 
client. When the models are updated, the updated models are 
immediately available to all clients. More complicated mod 
els may be built, such as models With several landmarks of 
interest trained for different modalities. Such large scale sys 
tems may require coordination of multiple CAD servers pos 
sibly distributed in a Wide-area netWork. 
[0019] Limited netWork or processing bandWidth relative 
to the amount of data is addressed by a hierarchical detection 
algorithm. Hierarchical detection alloWs detection using pro 
gressive transmission of only image regions required for pro 
cessing. For example, the client sends a request for visualiZa 
tion of a speci?c landmark. The hierarchical detection 
algorithm running on the data analysis server starts detection 
on a coarse image obtained from data center, identifying 
coarse landmark location candidates. The neighborhoods sur 
rounding the coarse landmark location candidates are then 
used to obtain image data at a ?ner resolution level, but for 
neighborhoods around the coarse landmark location candi 
dates and not other regions. The hierarchical detection algo 
rithm then detects landmark location candidates using the 
data at the ?ner resolution level, but only for the available 
neighborhoods. The re?nement of the candidate locations 
continues at the subsequent, higher resolution levels. The 
?nal location or locations are computed as the robust mean of 
the strongest candidates or other detected locations at a high 
est or su?icient resolution. The feedback of candidates 
detected at a coarser resolution makes it possible to only 
transmit image regions at a ?ner resolution surrounding these 
candidates rather then the entire images. Higher, greater, 
?ner, coarser, and lesser resolution are used interchangeably 
as relative terms to other resolution levels. 

[0020] Hierarchical modeling typically focuses on exploit 
ing multiple feature levels of different resolutions and on 
part-based or region-based architectures. These approaches 
may not use the locations detected at a different level for 
further detection. The hierarchical modeling for limiting 
bandWidth instead or additionally propagates the position 
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candidate hypotheses during training and detection, explor 
ing larger context at coarse resolutions and ?nishing With a 
highly accurate detection result at the ?nest resolution. The 
candidate propagation results in a more robust detector com 
pared to algorithms that treat each resolution level indepen 
dently 
[0021] An alternative bandWidth reduction for data trans 
mission is provided. The image data, such as the higher reso 
lution neighborhood data, are transmitted after performing 
lossy compression. For example, lossy compression is pro 
vided using the JPEG 2000 standard for three-dimensional 
data. 
[0022] For computed tomography (CT) data, lossy com 
pression used With progressive data transmission may pro 
vide approximately 30 times bandWidth reduction as com 
pared to transmitting an entire volume data set for detection. 
For magnetic resonance imaging (MRI) data, the bandWidth 
reduction may be about a factor of 196. Similar accuracy 
When compared to an algorithm using the original data may 
be achieved. 
[0023] FIG. 1 shoWs a system for computer assisted detec 
tion (CAD) With medical scan data from a remote storage 
location. The system includes a CAD server 12, one or more 
databases 14, and one or more client vieWers 16. The CAD 
server 12 includes a processor 15 and a memory 17. In alter 
native embodiments, the system is only the CAD server 12 or 
the CAD server 12 is combined With orpart of the database 14 
in a same location or room. Additional, different, or feWer 
components may be used. For example, additional client 
vieWers 16 are provided for interacting With one or more 
CAD servers 12 in a cloud computer environment. As another 
example, only one database 14 is provided. 
[0024] The system alloWs any client vieWer 16, such as 
client vieWers associated With a hospital or medical organi 
Zation or associated With a picture archiving service, to obtain 
CAD. The components of the system are remote from each 
other, such as the client vieWer 16 being in a patient room, the 
database 14 being at a hospital for the patient or being part of 
a database in a separate facility, and the CAD server 12 being 
in the same or different facility as the database 14. The com 
ponents are interconnected through one or more netWorks, 
such as the Internet or a local or Wide area intranet. Secure 
data transmission is provided. 
[0025] The CAD server 12 performs the CAD. The location 
results are provided to the database 14 and/or the client 
vieWer 16. The client vieWer 16 may receive the locations of 
landmarks associated With one or more detected features. The 
detection is performed on image data from the database 14. 
Since the CAD server 12 performs the CAD, the client vieWer 
16 may bene?t from CAD Without having to store, process, or 
update the CAD algorithm. The CAD server 12 may perform 
CAD for a plurality of different clients, including clients 
associated With the same or different medical institution. Any 
cloud-based client-server system or environment may be 
used. 
[0026] The client vieWers 16 are personal computers, tab 
lets, laptop computers, personal digital assistants, cellular 
phones, Workstations, or other devices for vieWing detected 
locations and/or images. The client vieWers 16 may be thin 
clients, such as devices With insuf?cient memory or process 
ing poWer for CAD in large medical image data sets. In one 
embodiment, the client vieWers 16 are tablet or other hand 
held or mobile computers (e.g., personal data assistants or 
cellular phones). Medical professionals may carry With or 
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have at their disposal the client vieWers 16. Rather than 
requiring processing on and data transfer to the client vieWers 
16, the CAD server 12 detects locations and provides the 
locations to the client vieWers 16. In alternative embodi 
ments, the client vieWers 16 have su?icient processing and/or 
memory for performing CAD, but rely on the CAD server 12 
for data bandWidth or processing e?iciency. 
[0027] The client vieWers 16 are the same type or different 
types of devices. For example, a nurse’s station may have a 
Workstation or personal computer operating as the client 
vieWer 16, and another medical professional may have a 
tablet or cellular phone as the client vieWer 16 While visiting 
a patient or making rounds. 

[0028] The database 14 is a buffer, cache. RAM, removable 
media, hard drive, magnetic, optical, or other noW knoWn or 
later developed memory. The database 14 is a single device or 
group of tWo or more devices. In one embodiment, the data 
base 14 is a picture archiving and communication system 
(PACS). The database 14 is con?gured by hardWare and/or 
softWare to store, output, and/or compress medical scan data. 

[0029] Separate databases 14 may be provided for redun 
dancy, for ef?cient provision of the same data, for different 
institutions or groups, or for other reasons. Alternatively, one 
database 14 is provided. The database 14 is shoWn separate 
from the CAD server 12, but may be part of or located in a 
same facility or room as the CAD server 12. 

[0030] The database 14 stores medical scan data. The medi 
cal scan data is data from computed tomography, ultrasound, 
positron emission, magnetic resonance, or other mode of 
scanning a patient. The medical scan data represents an inte 
rior area or volume of the patient. The scan data may be from 
a planar scan, a projection scan (e.g., x-ray), or from a tomo 
graphic scan (e.g., acquiring a plurality of slices or plane data 
to represent a volume). The medical scan data may be of 
different types or processes, such as being for a plurality of 
scans optimiZed to shoW different types of information (e.g., 
tissue and ?uid types). In alternative embodiments, the CAD 
service may be provided for non-medical data, such as for 
geological surveys, structure analysis, image recognition, or 
other data intensive CAD operations. 
[0031] The medical scan data is a three-dimensional data 
set or a sequence of such sets. The data represents a three 
dimensional region. Any format may be used, such as voxels 
interpolated to a three-dimensional grid or data representing 
parallel or non-parallel planes. In alternative embodiments, 
the data represents a plane or other region. 

[0032] The medical scan data is stored in any format. The 
format may be native to the scanning mode. Alternatively, the 
data is processed or the format otherWise changed. In one 
embodiment, the data is formatted pursuant to the digital 
imaging and communications in medicine (DICOM) stan 
dard. Any of the various image formats in the DICOM stan 
dard may be used. 

[0033] The database 14 outputs the medical scan data in 
response to a request, a predetermined push, or other trigger. 
The medical scan data is output in the stored format or is 
processed for output. For example, the medical scan data is 
retrieved from storage and compressed. Any compression 
may be used, such as lossy compression. For example, the 
medical scan data is compressed pursuant to the JPEG 2000 
standard. Lossless compression may alternatively be used. As 
an alternative, no compression is used. In other embodiments, 
the data is stored in a compressed format. 
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[0034] The CAD server 12 is a Workstation, computer, 
server, processor, or other device for performing CAD. An 
interface to the netWork or database 14 and/or the client 
vieWer 16 provides for communications, such as requests for 
CAD, requests for medical scan data, receipt of medical scan 
data, and output of locations or detected features. The inter 
face is Wired or Wireless. 

[0035] The CAD server 12 includes one or more processors 

15 and memories 17. The CAD server 12 is con?gured by 
softWare and/or hardWare to perform the CAD and commu 
nicate With the system. For example, instructions stored in the 
memory 17 con?gure the processor 15 to perform CAD and 
communicate the associated information. Additional, differ 
ent, or feWer components may be provided for the CAD 
server 12. 

[0036] The processor 15 is a general processor, digital sig 
nal processor, three-dimensional data processor, graphics 
processing unit, application speci?c integrated circuit, ?eld 
programmable gate array, digital circuit, analog circuit, com 
binations thereof, or other noW knoWn or later developed 
device for processing medical scan data. The processor 15 is 
a single device, a plurality of devices, or a netWork. For more 
than one device, parallel or sequential division of processing 
may be used. Different devices making up the processor 15 
may perform different functions, such as an automated 
anatomy detector and a separate device for communications 
associated With the detected anatomy. 

[0037] The processor 15 receives the medical scan data 
from the database 14. The database 14 receives a request for 
particular scan data for a particular patient. The request is 
from the client vieWer 16 and routed directly to the database 
14 or routed through the processor 15. For example, a user 
selects a patient and an imaging session associated With the 
patient on the client vieWer 16. In response, a request is sent 
to the processor 15. The processor 15 forWards a further 
request to the database 14 for the identi?ed medical scan data. 
The memory 17 may include a list of data sets stored in each 
database 14. Alternatively, a request is sent to multiple data 
bases 14 and the database 14 With the desired medical scan 
data responds. Any netWork communications process or for 
mat may be used to arrange for the medical scan data to be 
received from the database 14 by the processor 15. In another 
example, the request from the client vieWer 16 is provided to 
the database 14, and the database 14 requests the CAD server 
12 to perform CAD. 

[0038] In one embodiment, the medical scan data is 
received by the CAD server 12 at progressively greater reso 
lutions. TWo or more resolution levels may be provided. For 
example, the database 14 outputs the medical scan data at 
selectable or predetermined resolution levels. Over time, data 
With greater resolution is received by the processor 15. The 
progressive resolution transmission may reduce the band 
Width requirements of the netWork at a given time. 

[0039] Feedback from the processor 15 to the database 14 
may provide further overall bandWidth reduction. The loca 
tions detected by the processor 15 at a given resolution are 
used to control the medical scan data to be requested and/ or to 
control the medical scan data sent to the processor 15. Only 
data associated With detected locations in one resolution is 
received in the next greater resolution. The medical scan data 
received form the progressively greater resolutions is free of 
data representing regions outside of neighborhoods around 
detected candidate locations. 
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[0040] The medical scan data received at each progression 
for each neighborhood is only the higher resolution or higher 
frequency data. For example, a set of medical scan data rep 
resenting a volume region is sent at a coarse or most coarse 

resolution. The database 14 generates the coarse set of data by 
an amount of compression. Alternatively, the database 14 
doWn samples by any factor, such as a factor often or more, or 
other data reduction mechanism. For the next resolution level, 
data for one or more neighborhood regions detected from the 
coarse set is provided. The data is for voxels in the neighbor 
hood but not provided With the coarse set. The additional data 
and the data for the coarse set for each neighborhood are 
combined by the processor 15 to form the higher resolution 
set of medical scan data. In one embodiment, the JPIP stan 
dard is used to transmit the higher resolution data as high 
frequency Wavelet components for the speci?c neighbor 
hoods. 

[0041] By only sending the higher frequency information 
not provided for the neighborhood in a coarser set of data, 
further bandWidth reduction is provided. Alternatively, a 
complete set of data for a given resolution is received for each 
neighborhood. 
[0042] In alternative or additional embodiments, the band 
Width for receiving the medical scan data is reduced by using 
compression. The database 14 stores data in a compressed 
format or retrieves the medical scan data and compresses the 
data for transmission. The compression is lossless or lossy. 

[0043] The processor 15 receives the medical scan data and 
performs CAD. To perform the CAD, the medical scan data is 
decompressed, if received in a compressed format. Any 
decompression may be used. The compressed and/or decom 
pressed data is stored in the memory 17 for CAD processing. 
The detection is performed on the decompressed medical 
scan data. Where lossy compression is used, the CAD may 
still operate despite data losses. Since the CAD algorithm is 
trained on data at different resolutions, detecting from data 
decompressed from lossy compression may provide su?i 
cient detection. Alternatively, lossless compression is used to 
maintain all of the available data for a given resolutions. 

[0044] The processor 15 detects one or more locations from 
the medical scan data. For example, the CAD algorithm 
detects possible tumors, blockages, restrictions, groWths, 
organs, bones, or other structure. The detected location is a 
point, line, curve, area, surface, or volume. 
[0045] The decompressed medical scan data is processed 
pursuant to any noW knoWn or later developed CAD algo 
rithm to detect one or more candidate locations. In one 

embodiment, the processor 15 may perform machine learning 
and/ or applies a machine-learnt algorithm. For example, the 
processor 15 applies a probabilistic model to detect a tumor or 
anatomy. The probabilistic model is a machine-learned clas 
si?er. Any classi?er may be applied, such as a model-based 
classi?er or a learned classi?er (e.g., classi?er based on 
machine learning). For learned classi?ers, binary or multi 
class classi?ers may be used, such as Bayesian or neural 
netWork classi?ers. The classi?er is instructions, a matrix, a 
learned code, or other softWare and/or hardWare for distin 
guishing betWeen information in medical scan data. 

[0046] The processor 15 performs the detection hierar 
chally from the medical scan data at the progressively greater 
resolutions. In one embodiment, locations in an entire 
scanned volume or plane are detected from a coarsest set of 
data. Subsequent locations from higher resolution sets of data 
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are detected from data representing neighborhoods associ 
ated With detected locations from a previous detection. 

[0047] The classi?er may include a plurality of models or 
classi?ers (e.g., detectors) operable together or indepen 
dently. For example, different probabilistic models are 
trained for different resolution levels. The probabilistic mod 
els may be joint or dependent. The locations detected in a 
coarser set are used to limit the data (e.g., the region) to Which 
subsequent detection is applied. 
[0048] The different classi?ers for multiple resolution clas 
si?cation are the same or different types of classi?ers. The 
same or different types of classi?ers may be used for the same 

type of classi?cation, such as different types of classi?ers 
being used for different resolutions. In one embodiment, each 
probabilistic model is formed from a plurality of probabilistic 
boosting classi?ers. Separate training and resulting machine 
trained classi?ers are provided for each resolution. 

[0049] For application, the processor 15 calculates features 
for classi?cation. The same or different features are used for 

classi?cation in each resolution. Using a machine-trained 
translation classi?er, each location in the data at the desired 
resolution is tested using the features associated With the 
location. If the classi?er for a higher resolution does not 
detect a landmark in a given neighborhood around a location 
detected in a coarser resolution, then the neighborhood is 
ruled out. Only neighborhoods With subsequently detected 
locations are used for requesting higher resolution data and 
?lrther detection. 
[0050] The locations from the coarser resolution are used to 
identify the neighborhoods, but the speci?c voxels or detected 
locations are not otherWise used. Alternatively, the detected 
locations from the coarser data sets are propagated to higher 
resolution datasets. The features are used to rule out previous 
hypotheses (e. g., speci?cally detected previous locations), 
leaving a subset of remaining hypotheses. 
[0051] The features are three-dimensional features. 3D 
data is used to calculate the features. The WindoW function 
de?ning the data is a cube, but may have other volume shapes. 
The WindoW is translated, rotated, and scaled as part of 
searching for a landmark. The same or different siZed Win 
doWs are used for different anatomies. In alternative embodi 
ments, 2D data is used for calculating the features. 
[0052] Any features may be used. Different types of fea 
tures may be used for the same classi?er, or all of the features 
are of a same type for a given classi?er. In one embodiment, 
Haar Wavelet-like and/ or steerable features are calculated. 
Haar Wavelet-like features represent the difference betWeen 
different portions of a region. Any number of features may be 
used, such as tens, hundreds, or thousands. The machine 
learning process may operate to determine a desired subset or 
set of features to be used for a given classi?cation task. In one 
embodiment, the type of features used is gradient features. 
For example, the “steerable” features described by Zheng, et 
al. in “Fast Automatic Heart Chamber Segmentation from 3D 
CT Data Using Marginal Space Learning and Steerable Fea 
tures,” Proc. Int’l Conf. on Computer Vision, pp. 1-8, 2007, 
are used. Other types of features may alternatively or addi 
tionally be used. 
[0053] The memory 17 is a buffer, cache, RAM, removable 
media, hard drive, magnetic, optical, or other noW knoWn or 
later developed memory. The memory 17 is a single device or 
group of tWo or more devices. The memory 17 stores the 
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medical scan data received by the CAD server 12 and/or data 
generated for the CAD. For example, data ?ltered for appli 
cation of CAD is stored. 

[0054] The memory 17 is additionally or alternatively a 
non-transitory computer readable storage medium With pro 
cessing instructions. The memory 14 stores data representing 
instructions executable by the programmed processor 12 for 
data transmission in computer assisted detection. The instruc 
tions are for receiving transmitted data a progressive hierar 
chy of resolution and/ or performing CAD on such data. The 
instructions for implementing the processes, methods and/or 
techniques discussed herein are provided on non-transitory 
computer-readable storage media or memories, such as a 
cache, buffer, RAM, removable media, hard drive or other 
computer readable storage media. Computer readable storage 
media include various types of volatile and nonvolatile stor 
age media. The functions, acts or tasks illustrated in the 
?gures or described herein are executed in response to one or 
more sets of instructions stored in or on computer readable 
storage media. The functions, acts or tasks are independent of 
the particular type of instructions set, storage media, proces 
sor or processing strategy and may be performed by softWare, 
hardWare, integrated circuits, ?rmware, micro code and the 
like, operating alone or in combination. LikeWise, processing 
strategies may include multiprocessing, multitasking, paral 
lel processing and the like. In one embodiment, the instruc 
tions are stored on a removable media device for reading by 
local or remote systems. In other embodiments, the instruc 
tions are stored in a remote location for transfer through a 
computer netWork or over telephone lines. In yet other 
embodiments, the instructions are stored Within a given com 
puter, CPU, GPU, or system. 
[0055] Progressive data transmission in combination With a 
respective hierarchy of classi?ers are used to detect candi 
dates for a given condition or structure. In other embodi 
ments, the same approach is used to detect multiple or differ 
ent types of landmarks. For detecting multiple types of 
landmarks, more data may be transmitted as a greater number 
of neighborhoods may be detected. Using progressive data 
transmission and hierarchal detection may still reduce the 
bandWidth. 

[0056] The detected locations are stored in the database 14 
With or separately from the medical image data. For example, 
a DICOM image With integrated or associated CAD markers 
is stored. Alternatively or additionally, the detected locations 
are output to a display, such as a display on the client vieWer 
16. The locations are displayed as coordinates or overlaid as 
markers on an image. An image of the region of the patient is 
displayed With detected anatomy or CAD marker graphics. 
The image may be at any resolution and may be for the entire 
volume region or sub-sets. For example, neighborhood 
regions are output With CAD markers. Alternatively or addi 
tionally, a value of a measurement associated With the detec 
tion is displayed. The value may be displayed in a chart, 
graph, and/or on an image. 

[0057] FIG. 2 shoWs a method for computer assisted detec 
tion With data from a remote storage location. The method is 
implemented by a medical diagnostic imaging system, a 
revieW station, a Workstation, a computer, a PACS station, a 
server, combinations thereof, or other device for image pro 
cessing scan data. For example, the system or computer read 
able media shoWn in FIG. 1 implements the method, but other 
systems may be used. 

Oct. 6, 2011 

[0058] FIG. 3 shoWs one embodiment of the method of 
FIG. 2 as implemented on the system of FIG. 1 . A single client 
vieWer 16 is shoWn for describing the How, but additional 
client vieWers 16 may be provided for operation With a given 
CAD server 12 and/or database 14. The database is speci? 
cally represented as a PACS system operating With JPEG 
2000 compression. Other compression and/or databases may 
be used. The CAD sever 12 is positioned betWeen the client 
vieWer 16 and database 14 to represent an alternative com 
munication route than shoWn in FIG. 1. The client vieWer 16 
communicates With the CAD server 12, Which requests data 
from the database 14. 
[0059] The method is implemented in the order shoWn or a 
different order. Additional, different, or feWer acts may be 
performed. For example, acts 28 and 38 are not provided. As 
another example, receipt of data and detection are performed 
for one resolution but using lossy compression. In another 
example, acts 20, 30, 40 and/or 42 are not provided. 
[0060] In act 20, CAD service is requested. A medical 
professional uses a client device 16 or other input to request 
CAD. Positions associated With a landmark, such as anatomy, 
lesions, tumors, or other structure, are desired. The client 
device requests CAD service by a remote processor. The 
CAD service acts as a secondpair of eyes or outputs candidate 
locations for revieW by a medical professional. 
[0061] The request is for application of algorithms for auto 
matic detection of landmarks in 3D volumes or 2D planes in 
a cloud computing environment. The request is sent to a CAD 
processor or a database for storing the associated data. The 
detection algorithm requests data from a database, such as 
PACS server, or the request is routed to the database. In one 
embodiment, the request is for detection in a cloud (DiC). For 
example, a client requests the display of an anatomical part 
for a speci?c patient. The detection in the cloud detects the 
part and provides a model of the anatomy, a location of the 
anatomy, and/ or an image With the anatomy highlighted. 
[0062] In act 22, image data is received in response to a 
request for CAD service. The data is received from a netWork, 
but may be received from portable media in other embodi 
ments. The image data is received at a computer assisted 
detection processor and from a remote storage location. For 
example, the computer assisted detection server receives the 
image data in a DICOM format from a picture archiving 
server. The patient data stored in a data center is transmitted to 
a high performance data analysis server that runs the detec 
tion algorithm. 
[0063] The image data represents a patient. The image data 
is from any medical imaging modality capable of scanning a 
patient. The image data corresponds to data representing 
planes, data representing a volume, data representing a 
sequence of volumes, data in a polar coordinate format, data 
in a Cartesian coordinate format (e.g., data interpolated to a 
regular 3D grid), displayed images, ?ltered data, or other 
data. The image data is data already used to generate an image 
or data to be used to later generate an image. 

[0064] The volume region of the patient includes tissue, 
?uid or other structures. The shape of a structure or spatial 
aspect may be re?ected in the image data. In other embodi 
ments, the data represents the earth, ocean, or other object. 
[0065] Data from any mode of scanning may be used. For 
example, computed tomography (CT) data, magnetic reso 
nance data, ultrasound data, positron emission data, ?uoros 
copy data, x-ray data, or other medical scan data is received. 
In one example embodiment, the image data is from a CT 
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scan. The CT data represents a volume and is acquired as 
80-350 slices With 153x153 to 512x512 pixels for each slice. 
The in-slice resolution is isotropic and varies betWeen 0.28 to 
1.00 mm With a slice thickness from 0.4 to 2.0 mm. Data for 
an ultrasound volume may have lesser or greater amounts of 
data. Data for a magnetic resonance scan may have greater or 
lesser amounts of data. The images stored on the database 
often are hundreds of megabytes in siZe, especially for data 
representing a 3D volume or sequences of such volumes. 

[0066] Due to the memory or processing poWer of the client 
device 16, it may not be possible to process the image data on 
the client directly. The large siZes and limited bandWidth over 
the netWork (e.g., betWeen client device 16. CAD server 12, 
and/ or data center 14 (eg PACS server) may present a prob 
lem for cloud-based CAD. Depending on the bandWidth, the 
transmission of such large datasets may take tens of seconds 
or even minutes. This complicates the Work?oW in interactive 
applications. Results may not be available immediately or 
quickly. Results may be further sloWed Where several detec 
tion requests are made simultaneously, requiring bandWidths 
of tens of GBits/ second. 

[0067] In one embodiment, compression is used to reduce 
the bandWidth. For example, lossless compression is pro 
vided, such as associated With the 3D JPEG 2000 standard. 
[0068] Greater bandWidth reduction is provided With lossy 
compression. The image data is received in a lossy compres 
sion format. For example, the image data is received pursuant 
to the J PEG 2000 Interactive Protocol (JPIP). Data transmis 
sion is performed pursuant to the JPIP format, but other 
compression formats may be used. The detection results may 
also be ef?ciently visualiZed by the client via J PIP protocol. 
Lossy compression may not hinder the ?nal detection accu 
racy or may hinder the detection accuracy, but not unaccept 
ably so. 
[0069] Progressive data transmission may be used as an 
alternative or in addition to lossy compression. Due to the 
volume of data, the data is received at progressively greater 
resolutions to limit bandWidth requirements. Acts 24-28 shoW 
receipt of the image data at three different resolutions. Data is 
received at a coarsest resolution in act 24 and at a ?nal or 
highest resolution in act 28. The data is received at an inter 
mediate resolution in act 26. Additional or feWer resolution 
levels may be used. 
[0070] The coarsest and ?nest resolution levels may be of 
any resolution. The acts 24-28 are shoWn for the relative 
resolution betWeen the levels. The difference in resolution 
betWeen levels may be a linear or non-linear change, such as 
changing by a poWer of tWo for each resolution level (e.g., 
decimated by a factor of 8 for the coarsest level, then a factor 
of 4, then a factor of 2, and ?nally not decimated in a four 
resolution level system). In one embodiment, the difference 
in resolutionbetWeen any tWo levels is at least a factor of 1.25, 
such as doWn sampling, compressing, or ?ltering an original 
data set by 1.25 to form data at a more coarse resolution and 
using the original data and associated resolution for the ?ner 
resolution level in a tWo resolution example. 
[0071] In the example of FIG. 3, the CAD server 12 
receives the image data at different times and different reso 
lutions in acts 24, 26, and 28. The progression of the data 
transmission and receipt is from most or more coarse resolu 
tion to ?nest or ?ner resolution. The CAD server 12 operates 
on the progressive data in an ef?cient hierarchical detection 
system to avoid the problem of transmitting large datasets. 
The CAD detection runs on the CAD server 12, Which obtains 
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portions of the original dataset from the PACS server 14 on 
demand, such as using the J PIP protocol. 
[0072] In act 24, the CAD server 12 receives data. The data 
is at a relatively coarse resolution, such as representing a 
volume at 256x256><256 voxels. This relatively coarse reso 
lution is doWn sampled or compressed from data representing 
the same volume at 1024><1024><1024 voxels. Other relative 
resolutions or absolute resolutions may be used. The data is 
received at the coarsest resolution in response to a request 
sent to the database 14 from the CAD server 12. The CAD 
server 12 requests the data in response to a trigger or request 
from the client vieWer 16. 
[0073] In act 26, the CAD server 12 receives additional 
data. The additional data is received in response to a further 
request from the CAD server 12. The additional data repre 
sents the volume at a ?ner resolution. For example, the addi 
tional data represents the same volume at 512><5 12><512 vox 
els. This resolution is ?ner than the resolution of the data 
provided in act 24, but coarser than the original volume. 
[0074] To use less bandWidth for transmission at any given 
time, the additional data avoids repetition of any data pro 
vided earlier or already in any coarser sets. The values for 
voxels received in act 24 are not sent again. In the example 
above, half of the 512><5 12><5 12 set of voxel values are sent in 
act 24. Only the other half of the voxel values are sent. The 
bandWidth requirement at any given time is reduced as com 
pared to sending the entire original set of voxels or even 
sending the reduced resolution 5l2><5l2><512 set of voxel 
values. 
[0075] In one embodiment, the J PEG 2000 Interactive Pro 
tocol (JPIP) is used to transmit the data at different resolu 
tions. JPIP provides for avoiding repetition in data pyramids. 
The resolution maps to the frequency of the Wavelet compo 
nents in compression. The coarsest set of data provides the 
loWest frequency Wavelet components. The additional data 
representing the higher resolution includes higher frequency 
Wavelet components. The higher frequency Wavelet compo 
nents not in the coarser sets of data are transmitted and 
received. The image data at the progressively greater resolu 
tions includes high frequency Wavelet components not in 
previously received image data at lesser resolutions. The 
image data at the progressively greater resolutions does not 
include Wavelet components of previously transmitted and 
received data. The data at each resolution level is compressed. 
[0076] Different or additional bandWidth reduction is pro 
vided by coordinating the progressive data transmission and 
receipt With the hierarchal detection of act 32 (acts 34-38). In 
addition to being non-repetitive, the additional data is for 
neighborhoods around the candidate locations detected from 
the previous data. Regions around the coarse candidate loca 
tions detected from the data received in act 24 are de?ned. The 
regions may be of any siZe. For example, a 16><16><16 region 
is provided around each candidate location detected from the 
preceding data set. As another example, larger neighborhoods 
are sued, such as 100 mm at a coarse resolution and 40 mm at 

a ?ne resolution. The neighborhoods are siZed to alloW suf 
?cient data to compute features for detection. The neighbor 
hood may be siZed and shaped based on groupings of candi 
date locations or other considerations. For example, the 
neighborhood is larger for regions With multiple candidate 
locations Within a given distance from each other. 
[0077] The candidate locations de?ne the locations and 
siZes of ?ner resolution sub-images or data that are used to 
re?ne the candidate locations at the next detection level. The 
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detected locations at one resolution level are used to bootstrap 
the data used for detection in the next level. The neighbor 
hoods, based on the candidate locations, de?ne the additional 
data to be transmitted and received for detection at the next 
resolution level. Non-repetitive data only around the candi 
date locations is requested and/or received. Data representing 
other portions of the volume or regions outside of the neigh 
borhoods is not requested and/ or received. The J PIP standard 
provides for region-based provision of data at different reso 
lutions (e.g., different amounts of compression). 
[0078] FIG. 4 shoWs an example Where the coarsest data set 
represents the large rectangular box. The data represents tWo 
dimensions, but may represent three dimensions. The small 
circles represent candidate locations detected from the coars 
est data. The star represents both a candidate location 
detected from the coarsest data and a ground truth or actual 
landmark being sought. The squares are neighborhoods 
de?ning the data to be provided at a higher resolution. The 
data outside the squares is not provided. The additional data 
corresponds to detected candidate locations, so the received 
data is free of data representing regions outside of neighbor 
hoods around the candidate locations. This bandWidth reduc 
tion is provided for any of the progressively greater resolu 
tions. 
[0079] In act 28, the computer assisted detection processor 
(e.g., CAD server 12) requests and receives additional data. 
The additional data represents neighborhoods around the can 
didate locations detected using the data received in act 26. To 
reduce bandWidth, the additional data is compressed. To fur 
ther reduce bandWidth, data from regions outside the neigh 
borhoods de?ned by locations detected in act 36 is not 
received. 
[0080] While shoWn as three levels of progressive data 
receipt, additional levels may be provided. The re?nement 
continues until all levels of the hierarchy have been pro 
cessed. Where a candidate location is not detected for a given 
neighborhood, higher resolution data for that neighborhood is 
not requested or received. 

[0081] Since the data does not reside on the CAD server 12, 
the hierarchical detection algorithm alloWs for bandWidth 
savings. First, the algorithm processes candidate regions at 
?ner resolution rather than the entire images. A feedback loop 
is incorporated Where the candidates from the coarse levels 
are re?ned in the ?ner levels. The coarsest image is transmit 
ted in its entirety, but ?ner resolution data is sent just for 
portions of the entire image (e.g., original volume set). Only 
small regions surrounding the most reliable candidates are 
used in the re?nement at sub sequent levels. Second, the trans 
mitted images or sub-images are compressed With a lossy or 
lossless compression, such as J PEG 2000 compression, 
resulting in a coarse resolution image and a hierarchy of 
Wavelet coe?icients. Only high frequency Wavelet compo 
nents are transmitted at the higher resolution levels. When 
combined, these components may result in a more than 50 
times overall reduction of the original image siZe on average. 
[0082] In act 30, the received data is decompressed. Where 
compression is used, the reverse transform is applied. The 
CAD server 12 decodes the received data, such as converting 
from the Wavelet components to image data or voxel values. 
[0083] Data representing the same region, but at different 
resolutions, may be combined. For example, data represent 
ing neighborhoods at a ?ner resolution is combined With the 
data representing the neighborhoods at the coarser resolution. 
The combined data forms the data at the ?ner resolution. For 
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each receipt of data at a ?ner resolution, the data is combined 
to form the ?ner resolution data for the neighborhood. 
[0084] In act 32, candidate locations are detected. A pro 
cessor performs CAD on the data. The processor detects from 
uncompressed data derived from the compressed data. Any 
noW knoWn or later developed CAD process may be used. 
[0085] In one embodiment, a hierarchy of detection is per 
formed. Classi?ers designed or trained for detection at differ 
ent resolutions for one or more types of candidates are applied 
to the data at the different resolutions. For example, a hierar 
chy of machine-trained detectors detects candidate locations. 
Detection is performed hierarchally on the image data at the 
progressively greater resolutions. 
[0086] Candidate locations from each detection are feed 
back to identify the neighborhoods for Which subsequent 
detection is to be performed. The speci?c candidate locations 
are not otherWise used in the subsequent detection, but may be 
in other embodiments. The image data for each of the reso 
lutions represents regions around the candidate locations 
detected from a lesser one of the resolutions. 
[0087] In the hierarchical learning algorithm, one detector 
is trained for each level. At each level, the search region is 
de?ned by the neighborhoods surrounding the highest prob 
ability candidates from the previous level. As the detection 
continues over the levels, the image regions are progressively 
obtained over the netWork from the PACS server 14 for fur 
ther detection. 
[0088] A coarse-to-?ne pyramid of classi?ers are trained 
and applied. The position candidate hypotheses are propa 
gated from the coarser levels to the ?ner levels.At the coarsest 
resolution, r0, a detector D(rO; q) for detecting the parameters 
00 of the target landmark is trained using the volume regionV 
(r0; q; R0). The siZe R0 of the region is the siZe of the Whole 
image at resolution r0. q is a quality factor. The quality q may 
be measured by a peak signal-to-noise ratio, pSNR. The qual 
ity q is loWer for images With artifacts caused by image 
compression. The pSNR value is determined With respect to 
the uncompressed image, Which has the highest quality ~q. In 
alternative embodiments, quality is not used as a variable for 
the detector other than selecting the detector With the best 
sensitivity or other performance consideration. 
[0089] The detector is then used to obtain position candi 
date hypotheses at this level. The candidates With the highest 
probability are bootstrapped to train a detector D(rl; q) at the 
next level With resolution r1. The volume region V (r1; q; R1) 
is composed of the union of neighborhood regions of siZe Rl 
surrounding the position candidates. The bootstrapping pro 
cedure continues until all resolution levels r have been pro 
cessed. The bootstrapping makes it possible to use more 
candidates initially and to train another more focused classi 
?er at a ?ner level. 

[0090] The hierarchical processing tests a larger context in 
the coarser level. For each greater resolution, the search space 
is tighter. This may help to avoid local maxima of the prob 
ability distribution that Would otherWise cause false positives. 
The search step may depend on the resolution at each level 
and does not need to be chosen to balance the accuracy of the 
?nal result and computational speed. The multi-level hierar 
chy may increase ef?ciency through the recursive decrease of 
the search subspace siZe R. The decrease in the subspace siZe 
makes it possible to reduce the siZe of the data requested by 
the algorithm. 
[0091] FIGS. 4 and 5 shoW hierarchal detection at tWo 
resolution levels With bootstrapping of the candidate loca 
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tions at each resolution. FIG. 4 represents detection of ?ve 
candidate locations With suf?cient probability. Some of the 
detected candidate locations are near the actual landmark 
(star) and others are grouped in another location. The group 
ing aWay from the actual landmark may result in a false 
positive. Higher resolution data is requested and received for 
the neighborhoods (squares) around the groups of candidate 
locations. 
[0092] FIG. 5 represents detection from the higher resolu 
tion data. The detector for the next resolution is applied to the 
higher resolution data representing the neighborhoods 
(squares from FIG. 4) and not the entire plane (rectangle). The 
detection is performed for the neighborhood Without identi 
fying the speci?c locations previously detected. Most of the 
false positive candidates are eliminated. In an alternative 
embodiment, only the candidate locations from the previous 
detection are tested. The higher resolution data is used for 
calculating features associated With the candidate locations. 
[0093] The small square around the false positive spaced 
from the ground truth de?nes another neighborhood for the 
next highest resolution. For any neighborhoods Where no 
candidate locations are of su?icient probability, no further 
data is requested and the region is ruled out as having the 
landmark. The detection Will be re?ned Within a search space 
for each candidate at the next level. 
[0094] The classi?er used for each resolution is the same or 
different. The features used by the classi?er or to train the 
classi?er are the same or different for each classi?er. In one 

embodiment, a robust learning-based algorithm includes a 
stage for each resolution. The same or different algorithms are 
used for different types of data (e.g., ultrasound, CT, MRI) 
and/ or type of landmark to be detected (e.g., anatomy, tumor, 
or restriction). 
[0095] Any machine training may be used for one or more 
stages. The machine-trained classi?er is any one or more 
classi?ers. A single class or binary classi?er, collection of 
different classi?ers, cascaded classi?ers, hierarchal classi?er, 
multi-class classi?er, model-based classi?er, classi?er based 
on machine learning, or combinations thereof may be used. 
Multi-class classi?ers include CART, K-nearest neighbors, 
neural netWork (e.g., multi-layer perceptron), mixture mod 
els, or others. A probabilistic boosting tree may be used. 
Error-correcting output code (ECOC) may be used. 
[0096] The classi?ers are trained from a training data set 
using a computer. Any number of expert annotated sets of data 
is used. For example, about 200 volumes representing an 
anatomy of interest are annotated. The annotation indicates 
one or more landmarks Within the volumes. The different 
landmarks of each volume are annotated. A database of 
knoWn cases is collected for machine learning, providing a 
database-driven knoWledge-based approach. For training 
data, three-dimensional context information is preserved and 
guides the detection process. The detectors are trained on a 
large number of annotated 3D volumes. This large number of 
annotations alloWs use of a probabilistic boosting tree to learn 
relevant features over a large pool of 3-D Haar, steerable, 
and/or other features. Haar and steerable features may be 
e?iciently computed and be effective as a feature space for 
boosting classi?ers. Other features may be used. Each clas 
si?er uses the data sets and annotations speci?c to the land 
mark being classi?ed. 
[0097] In one embodiment, the classi?er is a knoWledge 
based probabilistic model, such as a marginal space learner. 
The classi?er learns various feature vectors for distinguishing 
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betWeen a desired landmark and information not being 
detected. In alternative embodiments, the classi?er is manu 
ally programmed. For learning-based approaches, the classi 
?er is taught to distinguish based on features. For example, 
the probability model algorithm selectively combines fea 
tures into a strong committee of Weak learners based on 
Haar-like local rectangle ?lters Whose rapid computation is 
enabled by the use of an integral image. Features that are 
relevant to the landmarks are extracted and learned in a 
machine algorithm based on the experts’ annotations, result 
ing in a probabilistic model. A large pool of features may be 
extracted. The training determines the most determinative 
features for a given classi?cation and discards non-determi 
native features. Different combinations of features may be 
used for detecting different landmarks and/or the same land 
marks at different resolutions. For example, different sequen 
tial classi?cation stages utiliZe different features computed 
from the 3D volume data. Each classi?er selects a set of 
discriminative features that are used to distinguish the posi 
tive target from negatives. The features are selected from a 
large pool of features. The large pool is determined by a 
programmer or may include features systematically deter 
mined. 

[0098] The probabilistic boosting tree (PBT) uni?es clas 
si?cation, recognition, and clustering into one treatment. A 
probabilistic boosting tree is learned for each resolution. The 
classi?er is a tree-based structure With Which the posterior 
probabilities of the presence of the landmark of interest are 
calculated from given data. Each detector not only provides a 
binary decision for a given sample, but also a con?dence 
value associated With the decision. The nodes in the tree are 
constructed by a combination of simple classi?ers using 
boosting techniques, such as disclosed by Tu, “Probabilistic 
Boosting-Tree: Learning Discriminative Models for Classi 
?cation, Recognition, and Clustering,” Proc. Int’l Conf. on 
Computer Vision, pp 1589-1596, 2005. 
[0099] The machine-learnt classi?ers are trained using the 
training data. The learnt classi?ers may be applied to test data. 
The test data has a knoWn ground truth, such as through 
manual designation. The learnt classi?ers may be applied to 
data for a patient. The data for the patient does not have an 
annotated ground truth. 
[0100] In one embodiment, discriminative learning is used 
to determine the candidate locations. For example, anatomi 
cal landmarks are detected by a learning-based technique for 
e?icient 3D object detection. Each landmark is represented 
by its position 0:(px; py; pZ). The goal of the system is to 
automatically estimate the set of position parameters 0' using 
a volumetric context surrounding the landmark position: 
G'Iarg maxe P(0|V), Where p(0|V) is the probability of the 
parameters given the image volume. A random variable y in 
the range of —1 to +1 is assigned, Where y:+1 indicates the 
presence and y:—1 indicates the absence of the anatomy. A 
Probabilistic Boosting Tree classi?er (PBT) is trained such 
that posterior probabilities can be computed. Each node of the 
PBT is an AdaBoost classi?er that is trained to select those 
features that best discriminate betWeen positive and negative 
examples of the landmark. The probability of a landmark 
being detected is provided as P(y:+1 l0; V). The equation for 
the position parameters may be reWritten as: G'Iarg maxe 
P(+1|0; V). The robustness of the discriminative AdaBoost 
frameWork makes it possible to use noisy images in training 
and testing and still obtain ?nal detection results With high 
accuracy. 
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[0101] Lossy compression may result in artifacts. For 
example, lossy 3D JPEG 2000 compression may cause arti 
facts. The classi?er is adapted to different levels of compres 
sion (i.e., different levels of resolution) of the input data. The 
hierarchal detector trained using data progression even With 
lossy compression may be better then training on uncom 
pressed data. The hierarchal classi?er may learn the consis 
tent anatomical structures and ignore the compression arti 
facts. 
[0102] In act 34, candidate locations are detected from 
image data at a most coarse resolution. The detection is per 
formed on data that Was compressed and transmitted to the 
CAD server 12. The coarsest resolution is relative to other 
resolutions used for detection and is not necessarily the coars 
est resolution that may be achieved from an original data set. 
The CAD algorithm starts detection on a doWn sampled loW 
resolution data set representing an entire volume. Alterna 
tively, the data represents only a portion of an entire scanned 
volume. 
[0103] The classi?er detects one or more candidate loca 
tions. None, one or more of the set of candidate locations may 
be the actual landmark sought by the classi?er. The number of 
candidate locations may be predetermined. For example, the 
machine-trained or other detector determines a probability 
for each voxel in the data being the landmark. The voxels 
associated With the highest 20-100 probabilities are selected 
as the candidate locations. In other embodiments, the prob 
ability value is used. For example, the locations associated 
With a probability over a threshold are selected. Other 
approaches or combinations of these approaches may be used 
to select a collection of candidate locations. 

[0104] The detected candidate locations are used to select 
data to be received or transmitted. Finer resolution data is 
requested for neighborhoods around each of the candidate 
locations. The ?ner resolution data is received or data for 
forming the ?ner resolution is received, such as receiving 
higher frequency Wavelet components to be used With previ 
ously received loWer frequency components to form the ?ner 
resolution data. 
[0105] In act 36, the machine-trained detector for the next 
resolution level is applied. The decoded and combined data 
for the neighborhoods associated With candidate locations 
detected in act 34 are used to calculate the features for act 36. 
The same or different features are used for the different reso 
lutions. 
[0106] Candidate locations are detected from the ?ner reso 
lution data. The computer-assisted detection applies the clas 
si?er for the given resolution to the data representing the 
union of the neighborhoods. More, feWer, and/or different 
candidate locations are detected. For a given neighborhood, 
no candidate locations may be detected. As a result, the neigh 
borhood and corresponding previous candidate locations are 
ruled out. 

[0107] The same or different selection criteria are applied 
to the selection of candidate locations. For example, a prede 
termined number of locations are selected, so only locations 
associated With the highest probabilities are selected. As 
another example, a threshold of suf?cient probability is 
applied. The threshold or number is the same or different than 
applied in act 34. 
[0108] Since another detection is provided in the hierarchy 
of the example embodiments of FIGS. 2 and 3, the candidate 
locations are used to de?ne neighborhoods for requesting 
even higher resolution data. Only candidates With the highest 
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probability are retained, and their surrounding neighbor 
hoods are used to obtain image regions at the next level of 
detection. 
[0109] In act 38, detection based on the next resolution 
level is performed. A separate detector trained at the appro 
priate resolution level is applied. 
[0110] The selection of candidate locations uses the same 
or different criteria than selection in acts 34 and 36. Since act 
38 outputs the ?nal candidate locations, a more stringent 
criterion may be used to reduce the number of candidate 
locations. Sensitivity analysis may indicate more or less 
inclusive criteria to decrease false positives and avoid ruling 
out actual positives. 
[0111] In act 40, the candidate locations are output. The 
positions Within the volume of the detected landmarks are 
output. The locations detected at the greatest resolution are 
functions of the locations from the other resolutions. The ?nal 
detection results are obtained by robustly aggregating stron 
gest candidates from the ?nest level. The locations from the 
highest resolution are output as the possible detected land 
marks. 
[0112] The locations are output to the client device 16. For 
example, positions are output to a handheld client device 16 
that requested the CAD service. The client device 16 sepa 
rately receives an image, such as a rendering from the volume 
data or a planar reconstruction from the volume data. The 
image is highlighted by the client device 16 With the high 
lighted landmarks in the relevant locations. Alternatively or 
additionally, the locations are output to the database 14. The 
database 14 stores the locations With the data, such as the 
medical scan data representing the volume. For example, the 
results are stored With the original study on the PACS server. 
[0113] In an alternative embodiment, the CAD server 12 
generates an image With the landmarks highlighted. The 
image is output rather than or in addition to the locations. The 
image represents the locations, but the locations may not be 
speci?cally output (i.e., x, y, Z coordinates not output). 
[0114] In act 42, an image With the positions is displayed. 
The candidate locations are highlighted With markers, such as 
stars, boxes, outlines, or other shapes. Color may altema 
tively or additionally be used to mark the candidate locations 
in the image. The image is of the patient and is generated from 
the data used to perform the detection. Alternatively, spatially 
registered data other than used for detection may be used to 
generate the image. 
[0115] In one embodiment, the image is a volume rendering 
from the volume data used for detection. One rendering or 
multiple renderings from the same volume may be displayed. 
The detected landmarks are displayed in the image. 
[0116] The effects of the compression artifacts on training 
and detection may be evaluated. Compressed images may 
have Worse quality, such as measured by pSNR, than original 
images. HoWever, training on previously compressed images 
may result in loWer average detection errors. The hierarchical 
learning algorithm may be robust, reduce computation time, 
reduce bandWidth requirements, and have loWer detection 
error than a classi?er trained only on the ?nest resolution 
image. Other comparisons may be made, such as a system 
trained on a multi-resolution hierarchy of uncompressed 
images being compared With a hierarchy trained With lossy 
compression. 
[0117] In an example embodiment, a full body CT data set 
is used. 86 CT volumes are used for testing in one example 
using a system trained on 161 volumes. The original images 



US 2011/0243407 A1 

are resampled to 4 mm isotropic resolution. The average siZe 
of the volumes is 97><80><165 voxels. The landmark of interest 
is the right hip bone landmark. 
[0118] The training and testing datasets are disjoint and the 
volumes in each are chosen randomly. The images are com 
pressed at different pSNR levels. The classi?ers are trained 
With images at each compression level and also With the 
original uncompressed images. The detection error statistics 
are then computed for images With different pSNR levels With 
models trained on (a) images With the same level of p SNR and 
(b) uncompressed images. Better performance may be 
obtained When training on compressed images. Even though 
the training images have Worse quality, the strength of the 
boosting classi?er is the ability to adapt to the training data 
and ignore inconsistencies caused by the image artifacts. This 
is accomplished through the feature selection at each training 
step. The median of the 80% smallest errors may be plotted 
against the average volume siZe computed for each pSNR 
level. By training on compressed images, smaller detection 
errors for a given compression level may result than When 
training only on uncompressed images. For example, the ?nal 
detection error is 6 mm With average compressed volume siZe 
of 25 kB at 16 mm resolution. The average uncompressed 
volume siZe is 51 kB. 
[0119] In a ?rst case to evaluate the robustness of the hier 
archical processing, images With 8 mm resolution are used in 
training and testing. In a second case, 16 mm and 8 mm 
images are used for training a hierarchical classi?er With 
bootstrapping of the locations. The hierarchical approach 
may result in loWer detection errors for a given average vol 
ume siZe. This may be especially apparent for heavily com 
pressed images. The hierarchal approach may be more e?i 
cient. Smaller data siZes are used in detection, resulting in 
reduced bandWidth requirement for remotely accessing the 
data. 
[0120] The overall system With 16-8-4 mm hierarchy using 
uncompressed images may be compared to using images 
compressed at pSNR 70. The hierarchical system is also 
compared to a simple algorithm operating on uncompressed 
images With a single resolution of 4 mm. An algorithm trained 
on images compressed With lossy compression may achieve 
data siZe reduction by a factor of 3.7 When compared to a 
hierarchical training on lossless-compressed images, by a 
factor of 12.7 When compared to an algorithm operating on a 
single resolution of 4 mm, and by a factor of 30.0 When the 
original (uncompressed) images are used. The average detec 
tion error is comparable for all three cases. 

[0121] In another embodiment, a brain MRI data set is 
used. 384 MRI volumes are used for training, and 127 vol 
umes are used for testing. The original images are resampled 
to 2 mm isotropic resolution. The average volume siZe is 
130x130><101 voxels. In each volume, the crista galli (CG) 
landmark of the brain is detected. 
[0122] Using the brain MRI data, the robustness of the 
hierarchical processing may be better. For example, images 
With 2 mm resolution are used in training and testing. In the 
second case, 4 mm and 2 mm images are used to train a 
hierarchical classi?er With bootstrapping. The hierarchical 
detection algorithm may result in loWer detection errors for a 
given average volume siZe. The robustness of the hierarchical 
approach and the bandWidth reduction may be provided. 
[0123] For detection in a cloud, a system for anatomical or 
other landmark detection is provided in a cloud computing 
environment. A hierarchical learning algorithm propagates 
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position candidate hypotheses across a multiresolution hier 
archy during training and detection. The total bandWidth sav 
ings for retrieving remotely stored data may amount to 50 
times (CT data) and 300 times (MRI data) reduction When 
compared to the original data siZe. 
[0124] While the invention has been described above by 
reference to various embodiments, it should be understood 
that many changes and modi?cations can be made Without 
departing from the scope of the invention. It is therefore 
intended that the foregoing detailed description be regarded 
as illustrative rather than limiting, and that it be understood 
that it is the folloWing claims, including all equivalents, that 
are intended to de?ne the spirit and scope of this invention. 

I (We) claim: 
1. In a non-transitory computer readable storage medium 

having stored therein data representing instructions execut 
able by a programmed processor for data transmission in 
computer assisted detection, the storage medium comprising 
instructions for: 

receiving, at a computer assisted detection processor and 
from the remote storage location, ?rst data, the ?rst data 
comprising doWn sampled data of data representing a 
region; 

detecting, by the computer assisted detection processor, a 
plurality of ?rst locations represented by the ?rst data; 

requesting and receiving, at the computer assisted detec 
tion processor, second data, the second data comprising 
additional data representing second neighborhoods 
around the ?rst locations and not representing portions 
of the region outside of the second neighborhoods; 

detecting, by the computer assisted detection processor, a 
plurality of second locations represented by the second 
data; and 

outputting positions to a client device different than the 
computer assisted detection processor and the remote 
storage location, the positions being a function of the 
second locations. 

2. The non-transitory computer readable storage medium 
of claim 1 Wherein receiving the ?rst data comprises receiv 
ing the ?rst data in a lossy compression format, and further 
comprising: 

decompressing the ?rst data; 
Wherein detecting the ?rst locations comprises detecting 

from the decompressed ?rst data. 
3. The non-transitory computer readable storage medium 

of claim 1 Wherein the second locations include one or more 
of the ?rst locations, the detecting of the second locations 
ruling out at least one of the ?rst locations. 

4. The non-transitory computer readable storage medium 
of claim 1 Wherein the ?rst data and second data are com 
pressed data pursuant to the JPEG 2000 Interactive Protocol. 

5. The non-transitory computer readable storage medium 
of claim 1 Wherein the ?rst data comprises compressed data at 
a ?rst level and the second data comprises compressed data at 
a second level less than the ?rst level. 

6. The non-transitory computer readable storage medium 
of claim 1 Wherein the second data comprises high frequency 
Wavelet components not in the ?rst data. 

7. The non-transitory computer readable storage medium 
of claim 1 further comprising: 

requesting and receiving, at the computer assisted detec 
tion processor, third data, the third data comprising addi 
tional data representing third neighborhoods around the 
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second locations and not representing portions of the 
region outside of the third neighborhoods; and 

detecting, by the computer assisted detection processor, a 
plurality of third locations represented by the third data; 

Wherein outputting comprises outputting the positions as 
the third locations. 

8. The non-transitory computer readable storage medium 
of claim 1 Wherein outputting comprises outputting the posi 
tions to the client device, the client device comprising a 
handheld device; 

further comprising: 
requesting, by the client device, the positions for a patient, 

Wherein the remote storage location comprises a picture 
archiving server; and 

displaying the positions on an image rendered remotely 
from the client device, the image being of the patient and 
rendered from the data representing the region. 

9. The non-transitory computer readable storage medium 
of claim 1 Wherein detecting the ?rst locations comprises 
detecting With a ?rst machine-trained detector and Wherein 
detecting the second locations comprises detecting With a 
second machine-trained detector, Wherein the ?rst locations 
are a collection of locations associated With a threshold prob 
ability output by the ?rst machine-trained detector; 

further comprising: 
bootstrapping the ?rst locations to the second machine 

trained detector, the second machine-trained classi?er 
detecting from a union of the second neighborhoods. 

10. The non-transitory computer readable storage medium 
of claim 1 Wherein detecting the second locations comprises 
detecting from a combination of the ?rst and second data for 
the second neighborhoods. 

11. A method for computer assisted detection With data 
from a remote storage location, the method comprising: 

receiving image data representing a patient at progres 
sively greater resolutions; and 

detecting, With a processor, candidate locations hierar 
chally from the image data at the progressively greater 
resolutions Where the image data for each of the resolu 
tions is for the candidate locations detected from a lesser 
one of the resolutions; 

Wherein the received image data is free of data representing 
regions outside of neighborhoods around the candidate 
locations for any of the progressively greater resolu 
tions. 

12. The method of claim 11 Wherein receiving comprises 
receiving ?rst image data at a ?rst resolution level, Wherein 
detecting the candidate locations comprises detecting ?rst 
candidate locations from the image data at the ?rst resolution 
level; 

further comprising: 
feeding back the ?rst candidate locations; 
Wherein receiving comprises receiving second image data 

corresponding to the ?rst candidate locations, and 
Wherein detecting the candidate locations comprises 
detecting second candidate locations from the second 
image data. 
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13. The method of claim 11 Wherein receiving comprises 
receiving the image data at the progressively greater resolu 
tions as lossy compressed data, and Wherein detecting com 
prises detecting from uncompressed data derived from the 
lossy compressed data. 

14. The method of claim 11 Wherein the progressively 
greater resolutions comprise at least ?rst and second resolu 
tion levels, the ?rst resolution level being more coarse than 
the second resolution level, and Wherein detecting hierar 
chally comprises detecting from the image data at the ?rst 
resolution level, using the candidate locations from the 
detecting the at ?rst resolution level to select the image data at 
the second resolution level, and detecting the candidate loca 
tions at the second resolution level from the selected image 
data. 

15. The method of claim 11 Wherein receiving comprises 
receiving the image data pursuant to the J PEG 2000 Interac 
tive Protocol, the image data at the progressively greater 
resolutions comprising high frequency Wavelet components 
not in previously received image data at lesser resolutions. 

16. The method of claim 11 further comprising: 
outputting, to a client handheld device, the candidate loca 

tions detected from a greatest resolution of the progres 
sively greater resolutions; and 

Wherein receiving comprises receiving by a computer 
assisted detection server from a picture archiving server, 
the computer assisted detection server comprising the 
processor. 

17. The method of claim 11 Wherein detecting comprises 
detecting With hierarchy of machine-trained detectors. 

18. A system for computer assisted detection With medical 
scan data from a remote storage location, the system com 
prising: 

a database con?gured to store the medical scan data and 
con?gured to output the medical scan data in a lossy 
compression format, the medical scan data representing 
a region of a patient; and 

a processor con?gured to receive, through a netWork, the 
medical scan data from the database in the lossy com 
pression format, the processor con?gured to decompress 
the medical scan data and detect a location in the region 
from the decompressed medical scan data. 

19. The system of claim 18 Wherein the processor is con 
?gured to perform the receiving the medical scan data at 
progressively greater resolutions and is con?gured to perform 
the detection hierarchally from the medical scan data at the 
progressively greater resolutions; 

Wherein the medical scan data received form the progres 
sively greater resolutions is free of data representing 
regions outside of neighborhoods around detected can 
didate locations, the location being one of the detected 
candidate locations. 

20. The system of claim 18 Wherein the lossy compression 
format comprises a JPEG 2000 format. 

* * * * * 


