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(57) ABSTRACT 
A method and system for detecting multiple objects in an 
image is disclosed. A plurality of objects in an image is 
sequentially detected in an order speci?ed by a trained hier 
archical detection network. In the training of the hierarchical 
detection network, the order for object detection is automati 
cally determined. The detection of each object in the image is 
performed by obtaining a plurality of sample poses for the 
object from a proposal distribution, Weighting each of the 
plurality of sample poses based on an importance ratio, and 
estimating a posterior distribution for the object based on the 
Weighted sample poses. 
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METHOD AND SYSTEM FOR MULTIPLE 
OBJECT DETECTION BY SEQUENTIAL 
MONTE CARLO AND HIERARCHICAL 

DETECTION NETWORK 

This application claims the bene?t of US. Provisional 
Application No. 61/321,224, ?led Apr. 6, 2010 and US. 
Provisional Application No. 61/424,710, ?led Dec. 20, 2010, 
the disclosures of Which are herein incorporated by reference. 

BACKGROUND OF THE INVENTION 

The present invention relates to object detection in medical 
images, and more particularly, to multiple object detection 
using sequential Monte Carlo and a hierarchical detection 
network. 

Multiple Object Detection has many applications in com 
puter vision systems, for example in visual tracking, to ini 
tialiZe segmentation, or in medical imaging. For example, in 
medical imaging, multiple anatomic objects having a spatial 
relationship With each other can be detected. State of the art 
approaches for multi-object detection typically rely on an 
individual detector for each object class folloWed by post 
processing to prune spurious detections Within and betWeen 
classes. Detecting multiple objects jointly rather than indi 
vidually has the advantage that the spatial relationships 
betWeen the objects can be exploited. HoWever, obtaining a 
joint model of multiple objects is dif?cult in most practical 
situations. 

BRIEF SUMMARY OF THE INVENTION 

The present invention provides a method and system for 
multiple object detection in medical images. Embodiments of 
the present invention utiliZe sequential Monte Carlo estima 
tion to sequentially detect multiple objects. Embodiments of 
the present invention use the relative locations of the objects 
to provide constraints to focus the search for each object in 
regions Where the object is expected based on the locations of 
the other objects. Embodiments of the present invention auto 
matically select the optimal order for object detection. 

In one embodiment of the present invention, a plurality of 
objects are sequentially detected in an image in an order 
speci?ed by a trained hierarchical detection netWork. The 
detection of each object in the image is performed by obtain 
ing a plurality of sample poses for the object from a proposal 
distribution of object poses for the object, Weighting each of 
the plurality of sample poses based on an importance ratio 
calculated for each sample pose, and estimating a posterior 
distribution for the object based on the Weighted sample 
poses. 

In another embodiment of the present invention, a hierar 
chical decision netWork for detecting multiple objects in an 
image is trained. A plurality of object detectors, each corre 
sponding to one of the plurality of objects, are individually 
trained using a ?rst set of annotated training data. A detection 
order for detecting the plurality of objects is automatically 
determined using a second set of annotated training data and 
the trained object detectors. 

These and other advantages of the invention Will be appar 
ent to those of ordinary skill in the art by reference to the 
folloWing detailed description and the accompanying draW 
1ngs. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 illustrates a method for detecting multiple objects in 
a medical image according to an embodiment of the present 
invention; 
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2 
FIG. 2 illustrates a sequence of observations in a volume; 
FIG. 3 illustrates a method of detecting an object using 

sequential sampling according to an embodiment of the 
present invention; 

FIG. 4 illustrates a method of training a hierarchical detec 
tion netWork according to an embodiment of the present 

invention; 
FIG. 5 illustrates detection order selection for a hierarchi 

cal detection netWork; 
FIG. 6 illustrates ?ve atrium landmarks of the left atrium in 

an A2C ultrasound image; 
FIG. 7 illustrates a graph comparing the error for a mean 

sampling strategy and the k-means sampling strategy; 
FIG. 8 illustrates a score value plotted for object detection 

stage for an automatically selected detection order and 100 
random cases; 

FIG. 9 illustrates hierarchical detection netWork generated 
by automatic object detection order selection for the atrium 
landmarks of FIG. 6; 

FIG. 10 illustrates a plot of the ?nal detection error vs. the 
score calculated for the automatically selected object detec 
tion order and the 100 random orders; 

FIG. 11 illustrates detection results for detecting the ?ve 
atrium landmarks in exemplary A2C ultrasound images; 

FIG. 12 illustrates a hierarchical detection netWork trained 
for fetal brain structure detection; 

FIG. 13 illustrates exemplary detection results for the cer 
ebellum, the cistema magna, and the lateral ventricles in a 3D 
ultrasound; 

FIG. 14 illustrates exemplary detection results for fetal 
face detection in 3D ultrasound data 

FIG. 15 illustrates a netWork that corresponds to a marginal 
space learning algorithm for estimating the pose of an object; 

FIG. 16 illustrates tWo possible hierarchical detection net 
Works for cerebellum detection; 

FIG. 17 illustrates tWo possible corpus callosum detection 
pipelines; 

FIG. 18 illustrates cerebellum annotations at 4 mm, 2 mm, 
and 1 mm, resolutions; 

FIG. 19 illustrates detection results for the cerebellum and 
the corpus callosum in a 3D ultrasound volume; 

FIG. 20 illustrates a boundary detection netWork for detect 
ing a liver boundary in a 3D MRI volume; 

FIG. 21 illustrates exemplary liver boundary detection 
results in MRI slices; and 

FIG. 22 is a high-level block diagram of a computer 
capable of implementing the present invention. 

DETAILED DESCRIPTION 

The present invention relates to multiple object detection in 
medical images. Embodiments of the present invention are 
described herein to give a visual understanding of various 
organ classi?cation methods. A digital image is often com 
posed of digital representations of one or more objects (or 
shapes). The digital representation of an object is often 
described herein in terms of identifying and manipulating the 
objects. Such manipulations are virtual manipulations 
accomplished in the memory or other circuitry/hardWare of a 
computer system. Accordingly, is to be understood that 
embodiments of the present invention may be performed 
Within a computer system using data stored Within the com 
puter system. Embodiments of the present invention may be 
applied to different imaging modalities, including but not 
limited to ultrasound, computed tomography (CT), magnetic 
resonance imaging (MRI), etc. 
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Since obtaining a joint model of multiple objects is dif?cult 
in many practical situations, the multi-object detection task 
can be solved using multiple individual object detectors con 
nected by a spatial model. Relative locations of the objects 
provide constraints that help to make the system more robust 
by focusing the search for each object in regions Where the 
object is expected based on locations of the other objects. 
Challenging aspects of such algorithms is designing detectors 
that are fast and robust, modeling the relationships betWeen 
the objects, and determining the detection order. Embodi 
ments of the present invention provide a method and appara 
tus for multiple object detection that address the above 
described challenges. 

The computational speed and robustness of the multiple 
object detection method described herein can be increased by 
hierarchical detection. In multiple object detection, one prob 
lem is hoW to effectively propagate object candidates across 
levels of the hierarchy. This typically involves de?ning a 
search range at a ?ne level Where the candidates from the 
coarse level are re?ned. Incorrect selection of the search 
range leads to higher computational speeds, loWer accuracy, 
or drift of the coarse candidates toWards incorrect re?ne 
ments. The search range in embodiments of the present inven 
tion is part of the model that is learned from the training data. 
The performance of the multi-obj ect detection method can be 
further improved by starting from objects that are easier to 
detect and constraining the detection of other objects by 
exploiting the object con?gurations. The dif?culty of this 
strategy is selecting the order of detections such that the 
overall performance is maximized. In embodiments of the 
present invention, the detection schedule is designed to mini 
mize the uncertainty of detections. Using the same algorithm 
used to optimiZe the order of object detections, the optimal 
schedule of hierarchical scales for detecting objects can also 
be obtained. 

Embodiments of the present invention utiliZe sequential 
estimation techniques that are frequently applied to visual 
tracking. In visual tracking, the goal is to estimate, at time t, 
the object state xt (e. g., location and siZe) using observations 
yozt (object appearance in video frames). This computation 
requires a likelihood of a hypothesiZed state that gives rise to 
observations and a transition model that describes the Way 
states are propagated betWeen frames. Since the likelihood 
models in practical situations lead to intractable inference, 
approximation by Monte Carlo methods, also knoWn as par 
ticle ?ltering, have been Widely adopted. At each time step t, 
the estimation involves sampling from the proposal distribu 
tion p(xt|xO:t_1, yozt) of the current state xt conditioned on the 
history of states xoml up to time t-l and the history of obser 
vations yozt up to time t. 

Embodiments of the present invention use the sequential 
Monte Carlo technique in multi-object detection. The mul 
tiple object detection method described herein samples from 
a sequence of probability distributions, but the sequence 
speci?es a spatial order rather than a time order. The posterior 
distribution of each object pose (state) is estimated based on 
all observations so far. The observations are features com 
puted from image neighborhoods surrounding the objects. 
The likelihood of a hypothesiZed state that gives rise to obser 
vations is based on a deterministic model learned using a 
large database of annotated images. The transition model that 
describes the Way poses of objects are related is a Gaussian 
distribution. 

Other object detection algorithms have typically focused 
on a ?xed set of object pose parameters that are tested in a 
binary classi?cation system. In embodiments of the present 
invention, employing the sequential sampling alloWs for the 
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4 
use of feWer samples of the object pose. This saves compu 
tational time and increases accuracy since the samples are 
taken from regions of high probability of the posterior distri 
bution. Unlike in tracking, Where the sequential order is natu 
rally determined by time progression, the order in multi 
object detection must be selected. In embodiments of the 
present invention, the order is selected such that the uncer 
tainty of the detections is minimiZed. Accordingly, instead of 
using the immediate pre-cursor in the Markov process, the 
transition model can be based on any precursor, Which is 
optimally selected. This leads to a Hierarchical Detection 
NetWork (HDN), Which is explained in greater detail beloW. 
The likelihood of a hypothesiZed posed is calculated using a 
trained detector. The detection scale is introduced as another 
parameter of the likelihood model and the hierarchical sched 
ule is determined in the same Way as the spatial schedule. 

FIG. 1 illustrates a method for detecting multiple objects in 
a medical image according to an embodiment of the present 
invention. As illustrated in FIG. 1, at step 102, a medical 
image is received. The medical image can be an image 
obtained using any imaging modality, including but not lim 
ited to, ultrasound, MRI, and CT. The image may be a 2D 
image or a 3D image volume. The medical image can be 
received directly from an image acquisition device, such as an 
ultrasound device, an MR scanner, or a CT scanner. It is also 
possible that the medical image is received by loading a 
medical image previously stored, for example, on a storage or 
memory of a computer system being used to implement the 
multiple object detection method. 

At step 104, multiple objects are sequentially detected in 
the medical image using sequential Monte Carlo sampling in 
a spatial order speci?ed by a trained hierarchical detection 
netWork. The hierarchical detection netWork is trained based 
on annotated ground truth training data to automatically 
select an order of object detection and a spatial hierarchy for 
the object detection. Sequential Monte Carlo sampling is used 
to detect the objects in the order speci?ed by the hierarchical 
detection netWork, resulting in an estimated pose (location, 
orientation, and scale) of each of the objects in the medical 
image. At step 106, the detection results for the multiple 
objects are output. For example, the detection results can be 
output by displaying the detected objects in the medical 
image. It is also possible that the detection results can be 
output by storing the detection results, for example on a 
memory or storage of a computer system or on a computer 
readable medium. 
As described above, at step 104 of the method of FIG. 1, 

multiple objects are detected in an image using sequential 
Monte Carlo sampling. The state (pose) of a modeled object 
t is denoted as St and the sequence of multiple object detec 
tions is denoted as 0O:t:{0O, 01, . . . , 0t}. As used herein, 
0t:{p, r, s} denotes the position p, orientation r, and siZe s of 
the object t in the image. The set of observations for object t 
are obtained from the image neighborhoodVt. The neighbor 
hood Vt is speci?ed by the coordinates of a bounding box 
Within a d-dimensional image V, V:Rd—> [0, l]. The sequence 
ofobservations is denoted as VO:t:{VO, V1, . . . ,Vt}. This is 
possible since there exists prior knoWledge for determining 
image neighborhoods V0, V1, . . . , Vt. The image neighbor 
hoods in the sequence Voztmay overlap and can have different 
siZe. An image neighborhood Vl- may even be the entire vol 
ume V. FIG. 2 illustrates a sequence of observations V0, 
V1, . . . , Vt in a volume V. As shoWn in FIG. 2, the set of 

observations V0, V1, . . . ,Vt is a sequence of image patches. 
This sequence speci?es a spatial order Within an image, rather 
than a time order that is typically exploited in tracking appli 
cations. 
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The observations Vt With a marginal distribution f(Vt|0t) 
describe the appearance of each object are assumed to be 
conditionally independent given the state St. The state 
dynamics, i.e., the relationships betWeen the poses of the 
different objects, are modeled With an initial distribution f(0O) 
and a transition distribution f(0t|0O:t_1). It can be noted that 
embodiments of the present invention do not use the Markov 
transition f(0t|0t_1), as used in tracking applications. 

The multi-object detection step (step 104 of FIG. 1) is 
performed by recursively applying prediction and update 
steps to obtain the posterior distribution f(0O:t_l|VO:t_l). The 
prediction step computes the probability density of the state 
of the object t using the state of the previous object t-l and 
previous observations of all objects up to t-l: 

When detecting the object t, the observation Vt is used to 
compute the estimate during the update step as: 

Where f(Vt|VO:t_l) is the normalizing constant. 

As simple as the above expressions may seem, these 
expressions do not have an analytical solution in general. This 
problem is addressed by draWing m Weighted samples {001}, 
Wf}j:l’" from the distribution f(0O:t|VO:t), Where {@011} .:l’" is 
a realiZation of state 001 With Weight Wtj. 

In most practical situations, sampling directly from f(0O:t 
lVozt) is not feasible. Accordingly, embodiments of the 
present invention utiliZe the ides of importance sampling to 
introduce a proposal distribution p(0O:t|VO:t) Which includes 
the support of f(0O:t|VO:t). 

In order for the samples to be proper, the Weights are 
de?ned as: 

Since the current states do not depend on observations from 
other objects, then: 

W901‘ V0;1):P(e0;z71 l VO:z7l)p(ezleO:z7l1 V0:z)- (4) 

The states are calculated as: 
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6 
Substituting (4) and (5) into (3), results in: 

I 061%, V01) 

Embodiments of the present invention utiliZe the transition 
prior f(0|0O:t_lj) as the proposal distribution. Hence, the 
importance Weights can be calculated as: 

MIME/T V,l9/)- (9) 
It is to be understood that the present invention is not limited 
to the above proposal distribution, and more sophisticated 
proposal distributions can be designed to leverage relations 
betWeen multiple obj ects during detection. 
When detecting each object, the sequential sampling pro 

duces an approximation of the posterior distribution f(0O:t| 
V01) using the samples from the detection of the previous 
object. FIG. 3 illustrates a method of detecting an object using 
sequential sampling according to an embodiment of the 
present invention. The method of FIG. 3 is repeated for each 
object in order to implement step 104 of FIG. 1. At step 302, 
m samples are obtained from the proposal distribution 0tj~p 
(65160141). That is, a plurality of sample poses for the object 
t are calculated based on the proposal distribution from 
samples of the previous objects. The proposal distribution for 
an object is a predicted distribution of object poses that is 
calculated based on at least one previous object. It is to be 
understood that, for the ?rst object detected, the proposal 
distribution is not based on previous objects. The proposal 
distribution for the ?rst object may include all possible poses 
Within the image data or may be a distribution of poses of the 
?rst object learned from annotated training data. 

According to an advantageous implementation, the transi 
tion kernel f(0tj| 0014]) is adopted as the proposal distribution. 
In tracking applications, a Markov process is typically 
assumed for the transition kernel f(0tj |0O:t_ 1j):f(0tj |0t_ 1]), as 
time proceeds. HoWever, the Markov process is too restrictive 
for multiple object detection. In multiple object detection, the 
best transition kernel may stem from an object other than the 
immediate precursor, depending on the anatomical context. 
Accordingly, a pairWise dependency can be used, such that: 

Accordingly, the proposal distribution for an object being 
detected can be calculated from any precursor object, not just 
the immediate precursor. According to an advantageous 
implementation, f(0t| 0]) can be modeled as a Gaussian distri 
bution estimated from the training data. The precursor j for 
each object is automatically selected in the training of the 
hierarchical detection netWork. This training is described in 
greater detail beloW. 
At step 304, each sample pose for the object is Weighted 

based on the importance ratio 
w,/':w,,1/j(V,\e/'). (11) 

The importance Weights can be normaliZed. A random vari 
able can be de?ned, such that ye{—l, +1 }, Where y:+l indi 
cates the presence of the object and y:—l indicates the 
absence of the object. To leverage the poWer of a large anno 
tated dataset, a trained discriminative classi?er is used in the 
observation model: 
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Where f(yt:+l |et, Vt) is the posterior probability (determined 
by the trained classi?er) of object presence at St in Vt. The 
discriminative classi?er is trained from the annotated training 
data. According to a possible implementation, the classi?er 
can be a probabilistic boosting tree (PBT) classi?er. An indi 
vidual classi?er (detector) is trained for each object to be 
detected. 
At step 306, the posterior distribution is estimated for the 

object and all previously detected objects based on the 
Weighted samples. In particular, the Weighted samples are 
resampled using their importance to obtain the unweighted 
approximation of f(0O:t|VO:t): 

Where 6 is the Dirac delta function. Accordingly, at the detec 
tion of each object, the posterior distribution estimated for the 
previous objects is updated. In particular, after each landmark 
detection, a certain number of samples having the strongest 
Weight can be kept for the object, and the location (pose) of 
each object can be determined by averaging the strongest 
samples for each object. The method of FIG. 3 is repeated for 
all of the objects, in the prede?ned order detected during 
training. Once the method of FIG. 3 has been repeated for all 
of the objects, the ?nal posterior distribution results in the 
most likely poses for all of the objects. 

FIG. 4 illustrates a method of training a hierarchical detec 
tion network according to an embodiment of the present 
invention. The method of FIG. 4 utiliZes training data anno 
tated With ground truth poses for the objects to be detected. 
Unlike in a video, Where the observations arise in a natural 
sequential fashion, the spatial order in multi-obj ect detection 
must be selected. The goal is to select the order such that the 
posterior probability P(0O:t|VO:t) is maximized. Since deter 
mining this order has exponential complexity in the number 
of objects, a greedy approach is used. The training data can be 
split into tWo sets. As illustrated in FIG. 4, at step 402, the 
object detectors (classi?ers) for the objects are trained indi 
vidually using the ?rst set of training data. The object detec 
tors are trained to obtain posterior distributions f(0O, V0), f(01, 
V1), . . . , f(0t, Vt) of the respective objects based on features 

(observations) extracted from the image data. According to a 
possible implementation, each object detector canbe a proba 
bilistic boosting tree (PBT) classi?er, but the present inven 
tion is not limited thereto. 

At step 404, the detection order is automatically selected 
based on the second set of training data and the trained object 
detectors. This step organiZes the trained object detectors into 
a hierarchical detection netWork (HDN). FIG. 5 illustrates an 
HDN 500. The HDN is a pair-Wise, feed-forward netWork. As 
shoWn in FIG. 5, each node 502, 504,506,508, 510,512,and 
514 of the HDN 500 represents a trained detector for a cor 

responding object (0), (1), (2), (s-3), (s-2), (s-1), and (s), 
respectively. The HDN is trained by recursively selecting the 
best remaining detector to add to the netWork. The ?rst detec 
tor ((0) in FIG. 5) corresponds to the easiest object to detect 
correctly. 

Referring to FIG. 5, suppose that the ordered detectors 
have been determined up to s-1, 0O, 01, . . . , 0S_ 1. The training 
method then must determine Which object’s (s) detector to 
add to the netWork and to Which precursor object (j) it should 
be connected. The method adds to the netWork the best pair 
[s,(j)] (or feed-forward path) that maximiZes the expected 
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8 
value of the folloWing score S[s,(j)] over both s and (j) cal 
culated from the second training set: 

SIS, (1')] = (14) 

Where 9(0) is the neighborhood region around the ground 
truth 0. The expected value is approximated as the sample 
mean of the cost computed for all examples of the second 
training set. In the HDN 500 of FIG. 5, the next detector Was 
selected for object s With the precursor object (j) of (s-2). 

Returning to FIG. 4, at step 406, the scale hierarchy for the 
object detection is automatically selected by adding a scale 
parameter to the HDN. Many previous object detection algo 
rithms use a single siZe for image neighborhoods. Typically, 
this siZe and corresponding search step need to chosen a priori 
to balance the accuracy of the ?nal detection result and com 
putational speed. According to an advantageous embodiment 
of the present invention, this problem can be solved using 
hierarchical detection. During detection, larger object context 
is considered at coarser image resolutions resulting in robust 
ness against noise, occlusions, and missing data. High detec 
tion accuracy is achieved by focusing the search in a smaller 
neighborhood at ?ner resolutions. Denoting the scale param 
eter as 7» in the HDN, the scale parameter 7» is treated as an 
extra parameter to 05, and the order selection described in step 
404 is used to select 7» as Well. Accordingly, although in FIG. 
4, steps 404 and 406 are shoWn as separate steps, one skilled 
in the art Will understand that the order selection and scale 
selection can be performed simultaneously to generate a 
HDN that speci?es the order and the scale for the detection of 
multiple objects. 

In the embodiments described above, the multiple object 
detection method sequentially detects the objects in an order 
automatically determined in the training of the HDN. It is also 
possible that the detection order be set manually by a user or 
semi-automatically by a user manually setting a partial order 
and the remaining order being automatically determined. 
The above described methodology for multiple object 

detection can be applied to detect various anatomical objects 
in various different imaging modalities. Various examples of 
multiple object detection using the above described method 
ology are described beloW. 

In one example, the multiple object detection method of 
FIGS. 1, 3, and 4 is used to detect ?ve atrium landmarks of the 
left atrium (LA) in an apical tWo chamber (A2C) vieW of an 
ultrasound image. FIG. 6 illustrates the ?ve atrium landmarks 
of the LA in anASC ultrasound image 600. As shoWn in FIG. 
6, the landmarks are numbered as 01, 05, 09, 13, and 17. The 
LA appearance is typically noisy since, during imaging, it is 
at the far end of the ultrasound probe. In this example, an 
expert annotated the ?ve atrium landmarks in 417 training 
images. The siZe of the images is 120x120 pixels on average. 

In an experiment to test different sampling strategies, three 
location detectors Were trained independently using 281 
training images. The detection order for this experiment Was 
?xed as: 09Q01Q05 (see FIG. 6 for landmark numbering). 
TWo different sampling strategies for object detection Were 
tested Within 136 unseen images. In the ?rst sampling strat 
egy (mean sampling), N number of samples are obtained With 
the strongest Weight. In the second strategy (k-means sam 














